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Abstract 

This paper confirms earlier instrumental variables trade elasticities of income, though in the 

fundamentally different cointegrated VAR framework: A 1% percent increase in trade is as-

sociated with a quarter of a percent increase in income. This approach increases estimator 

efficiency without potentially non-exogenous instrumentations, exploiting time series varia-

tion for the U.S. Secondly, when decomposing trade, the evidence supports export-led 

income growth and demand-induced imports, while home market effects are uncorroborated. 
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1 INTRODUCTION 

This paper extracts the relationship between trade and income in a new framework that treats 

previous issues of endogenous variables, namely the cointegrated VAR (CVAR) model, 

which in contrast to the instrumental variables approach does not require an exogenous in-

strument. In addition, greater precision follows. The main contribution of the paper is the 

precise measurement of the association between trade and income without having to perform 

complicated instrumentations. 

A trade elasticity of about 0.25% is found for the U.S., confirming the results in Frankel and 

Romer (1999) and Feyrer (2009b), even though the empirical strategy applied in the present 

analysis is fundamentally different. Second, an intuitive linkage between exports, imports and 

income is found, providing new evidence in relation to causality: The evidence supports 

export-led income growth and demand-induced imports, while home market effects are 

uncorroborated by the data. The results demonstrate that the CVAR framework is a very 

powerful tool for examining the trade-income linkages when a proper time series analysis is 

done as in the present context. 

Measuring the gains of trade is a classical question that cannot be solved by applying the or-

dinary least squares estimator, since trade is endogenous in explaining income: Larger econo-

mies naturally trade larger volumes, and they may do so disproportionately, due to the home 

market effects presented as in e.g. Krugman (1980) and Helpman and Krugman (1985): If 

there are increasing returns to scale, a larger country can support a more than proportional 

number of firms, leading to greater exports. On the other hand, the higher the earnings, the 

higher the demand of all goods available, including imports. Both channels speak for higher 

income leading to increased trade.  

Income is endogenous in explaining trade, as trade can increase productivity and thus output, 

and through spillovers from increased interaction, a country may augment its local know-

ledge stock. This can be in the sense of imports from advanced economies, as e.g. shown by 

Coe and Helpman (1995). Exports of final and intermediate goods may also lead to spillovers 

as confirmed by Funk (2001): He finds that productivity is positively affected by trade part-

ners’ R&D stock in a panel cointegration framework when weighing foreign R&D by ex-

ports, and that import weights lead to insignificant results. Thus, there seems to be an effect 

on productivity from trade. Another point relates to the classical notion of comparative ad-

vantages, where imports substitute for less efficient domestic production, in relative terms, as 

well as potential export-led growth. 

To get around these endogeneity issues, studies have applied the instrumental variable 

approach. Frankel and Romer (1999) examine how trade affects income by using a version of 

the gravity equation to predict overall trade volume and use this as an instrument for endoge-

nous trade. Their approach has however afterwards been criticized as their results are not ro-

bust to including geographical controls in the second stage regression: Geography also affects 
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income directly.
2
 Feyrer (2009b) extends on the original approach by using the unexpected 

closure of the Suez canal in 1967 and the associated dramatic increase in distance-related tra-

de costs, resulting in time-variation in the instrument for trade. He finds that trade affects in-

come positively, with an elasticity of about     . A potential problem is that landlocked 

countries are excluded, actual sea routes not applied and the adjustment period may not be 

correctly identified. Importantly, the resulting oil crisis may not have been controlled suffi-

ciently for, potentially skewing the results. 

2 EMPIRICAL FRAMEWORK 

The modeling in the present analysis draws on that of Frankel and Romer (1999) and Feyrer 

(2009b), leaning mostly towards the latter in having logarithmic trade instead of trade share.
3
 

Trade is in goods only, as this is the standard measure and captures virtually all trade. Price 

effects are allowed for by adding the GDP deflator.
4
 The analysis in the present paper ex-

ploits the time-variation for a single country, namely the U.S., which is a common point of 

reference, and for a span of years where important determinants such as geography, institu-

tions and culture can be assumed fixed as a first approximation, why we gain the advantage 

of less heterogeneity compared to standard cross-sectional analyses. The analysis below ap-

plies the cointegrated vector autoregressive (CVAR) framework, as this allows for endoge-

neity of the variables and determines the long-run relationship between the variables 

efficiently.
5
 

2.1 DATA 

The variables for the first part of the analysis are                    , denoting real 

GDP, real goods trade and inflation. GDP and trade are both in logarithms and deflated by 

their respective price indices. Inflation is defined as percentage changes to the GDP deflator. 

All are measured quarterly, seasonally adjusted and from the national accounts data, see the 

appendix, 4.1, for definitions.  

Figure 1 shows how real GDP and trade have evolved after the Second World War, with 

trade increasing more than GDP. That is, even though a large country like the U.S. at a given 

point in time is expected to trade relatively less than a small country, the re-surge of globali-

zation has led to a greater proportion of trade over time. 

                                                 
2
 See e.g. Rodriguez and Rodrik (2000) and Irwin and Terviö (2002). 

3
 See the appendix, section 4.2, for their empirical models. 

4
 As an added bonus, including inflation ensures correct model specification: Without the deflator, the model is 

less well-specified in that     -trends are present: Including inflation works to remove leftover I(2) trends from 

the nominal to real transformations, based the on recommendations in Juselius (2006, Ch. 16.4). 
5
 Or stochastic processes, seeing that each observation is drawn from a separate distribution. The required as-

sumptions, which I will state later, are basically that the distributional properties are constant over time.  
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FIGURE 1 - US VARIABLES, 1947-2010, QUARTERLY DATA 

 

Figure shows GDP      and goods trade          on the left axis. Both real and in logarithm. The inflation 
rate is measured by percentage changes to the GDP deflator       , right axis. US, 1947Q1-2010Q2. 

Figure 1 also shows how inflation has evolved in a less trend-like fashion, with peaks in the 

beginning of the period and again with high inflation levels in the ‘70s to the beginning of the 

‘80s. None of the variables appear to be mean-reverting, or stationary, which is confirmed 

when allowing for reversion to a trend. See the appendix, section 4.4 for test outcomes. Thus, 

we have non-stationary,     -processes. This is exploited in the cointegration analysis below. 

2.2 MODELING THE RELATIONSHIPS 

The starting point is the VAR-model, which allows the variables to be simultaneously deter-

mined, as trade and income affect each other. The variables are regressed on their own lags as 

well as those of the other variables, thus countering endogeneity biases. The proposed model 

is: 

                               , (1)  

where       
        

    
      is the vector of variables in levels,    is the vector of inter-

cepts and    is the vector of errors.   ,          , denote the coefficient matrices, where   is 

the number of lags. The use of this functional approach can be motivated by assuming that 

expectations are determined by the past of all the variables in the system. The modeling is 
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justified when there are no consistent expectational errors, i.e.  that the error terms do not 

display correlation over time. 

Seeing that the variables are non-stationary paves the way for determining one or several 

long-run relations. The VAR-model above can be rewritten to the vector error correction 

(VEC) form: 

                                     , (2)  

where             is the first order difference vector.               and 

               ,            , denote the coefficient matrices. If the variables in 

levels do not co-move over time, no long-run relations are found and the rank of the  -matrix 

equals zero. If instead the variables form linear, stationary combinations, they are said to co-

integrate and the rank of the  -matrix is strictly positive. In the case of exactly one equili-

brium relationship, as found below, the rank is one, and the  -matrix can be decomposed into 

two vectors,      , and the long run relation        can be written as: 

             
             

        
    (3)  

The estimator applied is the Maximum Likelihood estimator, with the assumption that the er-

rors are identically and normally distributed, where the main requirement is that the error 

terms do not display skewness and autocorrelation (Juselius 2006, pp. 38-40, 46-47; 

Lütkepohl 2006, pp. 87). When the required assumptions are met, the estimator for   is su-

per-consistent. That is, the     -trends generate such variation that the estimator converges to 

the true vector at rate   instead of the usual    factor.
6
 This high degree of efficiency will re-

sult in precise estimates as will be illustrated by the results below. 

2.2.1 MODEL SPECIFICATION 

One of the requirements of the model is that the covariance matrix of the error terms is con-

stant. Taking the lagged variables as given, this leads to requiring that the variances of the 

differenced dependent variables are constant when conditioning on the information set. How-

ever, as can be seen from Figure 2 below, the (unconditional) variances have changed from 

the postwar period till today, though with proximate constancy during the period 1984Q3-

2008Q2. 

                                                 
6
 See e.g. Lütkepohl (2006, pp. 279-280, 286-298) and Juselius (2006, Ch. 7) for derivation of the ML-estimator 

and the super-consistency result. 
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FIGURE 2 - DIFFERENCED VARIABLES: GDP, TRADE AND INFLATION 

 

Note: Figure shows differences in GDP and goods trade (real, logarithmic) and the changes to the inflation 
rate for the US, captured by the GDP deflator. 

Thus, to ensure that we can trust the coefficients obtained, the period considered is reduced to 

the highlighted period. The change in variance could be caused by a number of factors, inclu-

ding regulation of trade and capital movements. Philippon and Reshef (2009) describe how 

the U.S. financial sector has been subject to less regulation since 1980. Another important 

point is the monetary policy prescribed by the central banks, with the increased focus on re-

ducing inflation after the period of stagflation in the 70’s. 

The resulting specification is one of four lags with one long-run relation, and with correctio-

nal dummies to capture large shocks. In addition, a trend has been allowed for in the long-run 

relation, interpretable as a equilibrium path around which the system evolves. Main outcomes 

of specification tests can be found in the appendix, section 4.3, which demonstrate that the 

chosen model satisfies the required assumptions. 

2.3 RESULTING TRADE ELASTICITY, 1984-2008 

Table 1 reports the estimated long-run coefficients for the chosen specification, (1a), as well 

as robustness checks, where model (2a) includes another list of correctional dummies and 

lags included in the information set. (3b) is the model without dummies, with four lags. All 

are based on the sample from 1984Q3 to 2008Q2. 
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TABLE 1 - LONG-RUN COEFFICIENT ESTIMATES 

LR-estimates

y r
1.00 *** 1.00 *** 1.00 ***

(.NA) (.NA) (.NA)

trade r
-0.25 *** -0.29 *** -0.23 ***

(-7.46) (-7.64) (-7.31)

p
GDP

-5.08 *** -7.03 *** -5.41 ***

(-5.09) (-5.76) (-5.32)

t 0.00 *** 0.00 *** 0.00 ***

(-5.45) (-3.48) (-6.12)

Lags

Dummies

Minimal

p- value for

no autocorr.
0.230 0.050 0.000

(3a)(2a)(1a)

4 3

Permanent:

2007Q4

Transitory: 

2006Q4

Permanent: 

1990Q4, 2001Q2, 

2001Q3

4

No

 

Note: ***: p<0.01, **: p<0.05, *:p<0.1.  -values in parentheses, with .NA for the coefficient chosen for 
normalization. The minimal  -value reported is from the LM-test of no autocorrelation (lags 1-4). For 
specifications (1a) and (2a) the no-autocorrelation tests for lags 1-4 cannot be rejected. Specification (2a) 
and (3a) both exhibit ARCH-effects and non-normality, though test outcomes not reported. The estimator 
is asymptotically non-normal, converging at the rate   (see e.g. Lütkepohl 2007, pp. 279-282). 

In order to relate the results to other papers, the long-run relation from specification (1a) can 

be written as: 

               

      
, (4)  

The trade elasticity is statistically and economically significant: a one percent increase in tra-

de is associated with a quarter of a percent increase in real GDP. Feyrer (2009b) obtains a co-

efficient on instrumented trade in the range of            , which is clearly comparable to 

the above. It is less forward to compare the results to the static cross-country analysis of 

Frankel and Romer (1999), seeing that they base their analysis on the trade share. Still, their 

estimate can be re-interpreted as a trade elasticity in the case of the U.S. of about     .
7
 Thus, 

when allowing for endogeneity as in the present analysis, the results are quite similar com-

pared to those of Feyrer (2009b) and Frankel and Romer (1999), though the estimator applied 

in the present analysis is more efficient compared to the instrumental variable estimator: The 

 -statistics obtained in Feyrer (2009b) are in the range of            , while that of Frankel 

and Romer (1999) is     . In contrast, the  -statistic found here is greater than  . 

                                                 
7
 This figure is based on a differentiation of their model (9), keeping population and land area fixed as well as 

ignoring  price changes, and their slope estimate of 2.96. The resulting elasticity depends on the actual trade 

share, and has been calculated based on the data applied in the present analysis, for the year 1985, which they 

examine. See section 4.2 in the appendix. 
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Feyrer (2009a) finds an instrumented elasticity, using aircraft technology improvements, of 

roughly    , which Feyrer (2009b, pp. 3, 24) himself argues captures a wider range of inter-

action effects in combination with delayed effects.  

The reported elasticities from the cross-country studies are likely averages and not country-

independent effects, while the coefficient obtained in the present analysis is for the U.S. in 

specific. To investigate this further, analyses for dissimilar countries are needed, but it would 

be expected that the elasticities are not the same across the board. Turning the table round, 

the GDP coefficients are in the range of 0.7 to 1.0 when considering gravity equation studies 

(Silva and Tenreyro, 2006). This does not allow for a direct comparison but could suggest 

endogeneity bias in the current gravity equation studies as GDP enters as an non-

instrumented determinant of bilateral trade volumes.  

Inflation has for sake of simplicity been omitted from equation (4), even though the coeffi-

cient is readily available from Table 1. The reason is that the direction of causality has not 

been established, so the positive correlation between inflation and GDP can be attributed to 

GDP affecting inflation positively due to demand for goods and labor driving up prices but in 

theory also that inflation affects real GDP positively.
8
  

In order to examine the dynamics closer, trade is divided into exports and imports, making it 

possible to analyze individual long-run coefficients and asymmetric dynamics. This is in kee-

ping with the differing effects found in Funk (2001): The positive productivity effect dis-

appears when weighing foreign R&D by import shares instead of export. In addition, the re-

maining coefficients are estimated and their size and degree of significance used in determi-

nation of the linkages, providing evidence in determining causality.
9
  

2.4 DECOMPOSING TRADE 

The set of variables now consists of                    , where    and    denote goods 

exports and imports, deflated by their respective price indices and in logarithms. Figure 3 

shows how the variables change over the period: Import volumes are higher than those of ex-

ports for most of the period and that the growth pattern of imports seems to be concave, while 

largely convex for exports. 

                                                 
8
 A positive real effect of inflation would be the case if Tobin (1965) is correct in assuming that money is an 

asset as capital and that inflation diverts wealth from money to capital, affecting output positively. The found 

relation is only to be seen as a part of the full economic workings, and should in specific not be interpreted as a 

test of whether money super-neutrality holds, i.e. whether the money supply growth rate proxied by inflation has 

no real effects. Any conclusion in this respect also requires full knowledge of causality. 
9
 The split-up would increase the correlation between GDP and the two trade components, everything else equal, 

as they both enter the national income identity. Due to the logarithmic form, this correlation is diminished. 
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FIGURE 3 - US VARIABLES, 1947-2010, QUARTERLY DATA 

 

Figure shows GDP     , goods exports      and imports      on the left axis. All are real and in logarithm. 
The inflation rate is measured by the GDP deflator       , right axis. 

The resulting VEC-model is written as: 

                                                , (5)  

As for the analysis above, the variables form a single long-run relationship, see appendix sec-

tion 4.5.2. The sample period is further reduced, removing three years at the end, to justify 

the assumption of constancy of the coefficients: I developed a small program to examine how 

the long-run coefficient estimates evolve when the (sub) sample size is kept fixed but with 

step-wise increased starting and ending point, extended with a model specification check for 

each sub-sample. Figure 4 shows the estimates for each sub-period together with the lowest 

probability value associated with the tests for no autocorrelation: 
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FIGURE 4 – ITERATIVE LONG-RUN COEFFICIENT ESTIMATES, 1984Q3-2008Q2 

 

Note: The bars illustrate the lowest  -value for the LM-test of no autocorrelation (lags 1-4) for each sub 

sample as a minimum check of model-specification. The   -coefficient for the deflator is normalized to one, 
while the trend coefficient of graphically indistinguishable from zero and thus both left out. 

The parameters are stable for the most part but from the third quarter of 2005, the relationship 

breaks down, ending with reverse signs or insignificant parameters for GDP and imports. The 

same picture emerges when taking the 95%-confidence bounds into account, though not dis-

played. Even though each sample is rather small, leading to few degrees of freedom, this 

change is too significant to ignore. Thus, the base sample applied in the full analysis runs 

from 1984Q3 to 2005Q2. Additional results are reported for the 1984-2008 period.  

The reason for the break-down of the relationship may be explained by global imbalances or 

changes in the goods composition: Exports has increased the most of the two trade compo-

nents, in percentage terms, during 1984Q3 to 2008Q2, both when considering highs and lows 

of the period as well as the entire range. In absolute terms import growth dominates, how-

ever, which goes hand in hand with the growing current account deficit of the U.S. This po-

tentially unsupportable and unstable development could be the culprit in why the long-run re-

lationship breaks down at the end of the period.
10

 Another force would be a change in the 

composition of goods traded as different goods are associated with different elasticities – e.g. 

durables versus non-durables. Section 2.5 examines other potential culprits, while also esta-

blishing robustness of the found results. 

                                                 
10

 See e.g. Feenstra and Taylor (2008, ch. 22). 
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2.4.1 LONG-RUN RELATION 

With the reduction in sample period, the model is fairly well-specified, though exhibiting 

some autocorrelation. This is resolved by adding two dummies that counter temporary spikes 

on the data levels: Both inflation and imports exhibit a lone spike in 1985Q1, while imports 

alone has a spike in 1986Q1. Seeing that the spikes are of temporary nature, the only reason 

why they are offset by dummies is to better the model-specification. To ensure that the results 

are robust towards the deterministic specification, the results with and without dummies are 

reported in Table 2. For reference, the long-run coefficients for the extended sample are 

reported under specification (3b). Note that the required assumptions are not fulfilled in the 

case of the no-dummy specifications. 

TABLE 2 - LONG-RUN COEFFICIENT ESTIMATES, DECOMPOSED TRADE 

LR-estimates

y r
1.00 *** 1.00 *** 1.00 ***

(.NA) (.NA) (.NA)

x r
-0.08 *** -0.08 *** -0.09 ***

(-3.11) (-3.12) (-3.52)

m r
-0.26 *** -0.24 *** -0.20 ***

(-7.84) (-6.93) (-6.07)

p
GDP

-12.29 *** -12.70 *** -10.95 ***

(-7.97) (-7.87) (-8.04)

t 0.00 ** 0.00 ** 0.00 ***

(-2.08) (-2.34) (-3.38)

Lags

Dummies

Minimal

p- value for

no autocorr.

1984Q3-2008Q21984Q3-2005Q2

NoNo

2 2 2

0.127 0.001 0.002

(3b)(2b)(1b)

Transitory: 

1985Q1, 1986Q1

 

Note: ***: p<0.01, **: p<0.05, *:p<0.1.  -values in parentheses, with .NA for the coefficient chosen for 
normalization. The minimal  -value reported is from the LM-test of no autocorrelation (lags 1-4). The 
estimator is asymptotically non-normal, converging with the rate   (see e.g. Lütkepohl 2007, pp. 279-
282). 

The variables of interest are statistically significant, even at a 1% level, and of sizeable 

magnitude. For the well-specified model (1b), the long-run relation is: 

                                         

                        
 (6)  

where     is the vector of estimated long-run coefficients. GDP is positively correlated with 

exports, imports, inflation and the trend. The positive association between GDP  and imports 

is greater than that of GDP and exports. Causality has not been established, which is both a 
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strength of the framework in the sense of allowing for endogeneity and a drawback in the 

sense that it is not established whether e.g. increasing GDP affects exports positively, or if 

export drives growth. In order to investigate this further, the following section determines 

which variables react to disequilibria. 

2.4.2 SHORT RUN: DISEQUILIBRIUM ADJUSTMENT 

When the economy is out of equilibrium due to shocks affecting one or more of the variables, 

not all of the variables adjust so that the economy moves back towards the equilibrium path. 

The adjustment coefficients are contained in the   -vector, and they measure how the diffe-

renced variables are affected by disturbances to the long-run relation in the prior quarter.
11

 

Since the adjustments occur after a short time period, they are considered part of the short run 

dynamics.  

The variables that do not adjust will have an insignificant coefficient in the   -vector. Second, 

those that do adjust back towards equilibrium will have a coefficient of opposite sign to the 

one reported in Table 2: Seeing that the sign of imports is negative, the   -coefficient would 

need to be positive for imports. Third, if the variable is of the same sign, it will be destabili-

zing to the system, and other variables would need to adjust compensatorily to ensure return 

towards the equilibrium path. Table 3 reports the adjustment coefficients. 

TABLE 3 - ADJUSTMENT COEFFICIENTS 

Adjustment Coefficients

y r
0.01              0.02              0.00              

(0.45) (0.53) (0.13)

x r
0.07              0.05              0.02              

(0.55) (0.39) (0.18)

m r
0.30              *** 0.26              ** 0.16              

(3.32) (2.40) (1.60)

p
GDP

0.04              *** 0.05              *** 0.06              ***

(4.77) (4.84) (6.37)

(1b) (2b) (3b)

1984Q3-2005Q2 1984Q3-2008Q2

 

Note: ***: p<0.01, **: p<0.05, *:p<0.1.  -values in parentheses. Long-run coefficients for                 
from Table 2, (1b):                          . The estimator is approximately normally distributed, 

converging at the conventional rate   , see e.g. Lütkepohl (2006, 7.1 and 7.2). 

For the period in focus, i.e. specifications (1b) and (2b), both imports and inflation adjust sig-

nificantly towards the equilibrium path, while for the extended period, the imports coefficient 

is only borderline significant. 

                                                 
11

 Model (5) can be rewritten to capture short-run adjustments that occur to equilibrium deviations two quarters 

prior, with the same long-run and short-run coefficients. The corresponding  -coefficients change. 
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To interpret the results, consider the following scenario: If the economy is in equilibrium and 

then only real GDP changes, with   , inflation will subsequently increase by        

         percentage points, while imports will increase by     , ceteris paribus.
12

 These 

changes will drive the economy down towards the equilibrium path. The adjustment coeffi-

cients are rather large but it should be noted that the other variables would be expected to 

change at the same time as GDP, thus reducing the size of the subsequent adjustments.
13

 The 

positive effect of income on inflation and imports can be explained by demand driving up pri-

ces and pro-cyclical imports. A somewhat comparable study for Fiji, by Narayan and 

Narayan (2005), also concludes that imports adjust positively.
14

  

Considering exports, the adjustment coefficients are small, as exports has a small weight in 

the long-run relation, and the adjustment coefficients in Table 3 should consequently be fac-

tored by      : If the economy is in equilibrium, and only exports increases, by 1%, infla-

tion will subsequently fall by        percentage points, and imports decrease by       . 

The (modest) effects can be subscribed to relative efficiency gains: Higher exports could re-

flect an increase in comparative advantages on behalf of the U.S. and/or lower export prices, 

increasing real exports, leading to substitution away from imports. Inflation would be sup-

pressed by lower export prices, as these enter the GDP deflator. 

On the other hand, if imports or inflation increase above that sustained by equilibrium, only 

they themselves decrease subsequently, in relative terms. Exports and GDP are not affected 

in the short run by these equilibrium deviations, which suggests that they are determined by 

other factors and/or in the  longer run. To investigate these effects in further detail, section 

2.4.3 examines the delayed dynamics, and section 2.5 considers additional factors. 

2.4.3 FULL DYNAMICS: GRANGER NON-CAUSALITY 

Seeing that income does not statistically respond to exceptionally high trade levels, does this 

mean that there are no gains from trade? No. It only signifies that GDP does not respond in 

the short run. To examine the dynamics in the longer run, the full VAR-model is considered. 

Technically, an additional, insignificant lag is required to allow for inference.
15

 The model in 

question is: 

                                                 
12

 Equation from (5) for imports, suppressing innovations, deterministics and the other variables, becomes: 

   
          

            
 . The mentioned effects are thus meant as additional increases compared to what 

would otherwise have been the case, and it ignores the change from period     to     as well as the trend. 
13

 These results are naturally based on a partial system, and the found long-run weak exogeneity of GDP and 

exports may change when controlling for further variables. The robustness checks performed in section 2.5 

however show that the results pertain. 
14

 They perform a cointegration analysis of goods and services imports, gross domestic income and relative 

import prices. Their coefficient on income is only about half the size of the above: Their analysis is inherently 

different in that they use imports of both goods and services and gross domestic income in their model, leaving 

out exports, and use import prices relative to CPI. A potential problem in using relative prices, is that these may 

be     -processes, violating the assumption of stationary error terms in the first differenced VEC-model. 
15

 With the additional lag, simultaneous exclusion can be tested on two of the three lags, even though the data is 

non-stationary in levels: The model can be rewritten in VECM-form, as model (5), which with three lags will 

have two   -matrices for the stationary differences. See e.g. Lütkepohl (2006, Ch. 7.6).  
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                                      , (7)  

with                     as before. To test for Granger non-causality of variable   on  ,   

should not be able to help explain  . Thus, the null hypothesis of non-causality is that the va-

riable    is insignificant in the equation for variable  :                , and the test-values 

will be approximately  -distributed under the null. Table 4 reports the  -values for the null of 

exclusion: 

TABLE 4 - NON-CAUSALITY: EXCLUSION TESTS 

> y r x r m r
p

GDP x r  and pGDP y r , m r  and pGDP y r  and m r

y r - 0.48  0.02  0.22  0.34 - -

x r 0.21  - 0.79  0.27  - 0.35 -

m r 0.00  0.51  - 0.00  - - -

p
GDP 0.48  0.02  0.44  - - - 0.69

Joint ExclusionSingle Exclusion

 

 

Null hypothesis for single exclusion: Row variable not explained by column variable in the VAR model, so 
that                , where   is the row variable,   is the column variable. Test is asymptotically      -

distributed under the null. For joint exclusion, two further coefficients restricted per variable. 
Conditioning on 1984Q3-1985Q1, sample ends 2005Q2, for model specification (1b). Results robust to 
extending the period to 2008Q2. 

Exports is the only variable that is weakly exogenous, in the sense that only deterministic 

terms and lagged exports matter for the determination of exports at time  . As for the other 

components, GDP is now affected by trade, through imports, which in turn is affected by 

exports. The dynamics is illustrated by the arrows in Table 4. The evidence is thus consistent 

with trade having a causal impact on income. The home market effect, of a positive effect of 

income on exports, is however not supported.
16

  

                                                 
16

 The combined non-causality results found in the most comparable cointegrated VAR study, by Liu, Burridge 

and Sinclair (2002), are dissimilar to the above. They conclude that for China, GDP, foreign direct investment 

(FDI) and exports are bi-directionally linked, with a one-way link from these variables to imports. Their test is 

based on the reduced-rank VEC-form, comparable to model (5), which for the present system would amount to 

setting               in the model with 2 lags. Doing this for the U.S. would yield partly similar results to tho-

se in Table 4: For GDP and exports an insignificant   -coefficient was already established, and the combined 

non-causality finding is the same. Importantly, however, the results are not the same for the remaining two: E.g. 

GDP would become explanatory for      due to     being significant for the long run relation, which includes 

GDP. Instead, the method applied in the present paper can be seen be an indirect test of the full  - and   -

coefficients, and it is valid due to the addition of the unrestricted, third lag, which under lag length determina-

tion was deemed insignificant, consequently allowing for F-tests even with     -trends, following Lütkepohl 

(2006, Ch. 7.6). 
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2.5 ROBUSTNESS OF THE LONG- AND SHORT RUN PARAMETERS 

Returning to the results for the extended sample, i.e. including 2008Q2, it was shown in table 

Table 3, specification (3b), that imports became non-adjusting towards disequilibria ( -stati-

stic of     ), while inflation remained correcting. This could indicate that supply shocks have 

played a greater part towards the end of the decade such that the before-found demand-side 

mechanism of import-adjustment is dominated at the end of the sample. These shocks can be 

of national and/or international character, and more or less exogenous. Oil prices could be a 

potential, international candidate. Figure 5 shows substantial oil price increases from 2005, 

followed by a drastic fall in the second half of 2008: 

FIGURE 5 – WEIGHTED OIL PRICES, 1977-2010 

 

Note: The weighted oil price data is from the U.S. Energy Information Administration, available at their 
website: http://www.eia.doe.gov. The deflated data has been constructed by averaging the price data for 
each quarter, dividing by the GDP deflator. 

Thus, Figure 5 suggests that the oil prices were extraordinarily high for the three years in 

question, potentially resulting in the illustrated inconstancy of parameters in Figure 4. This 

suggests that a more general model should include oil prices to reflect supply shock mecha-

nisms. However, oil prices are becoming increasingly demand-determined and according to 

Kilian (2008), exogenous oil supply shocks have had a relatively small impact on the U.S. 

economy since the 1970’s. Due to his finding and the fact that the variance of the prices has 

changed dramatically over the period, invalidating the chosen framework, oil prices have 

been omitted. 
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Adding the activity level of the rest of the world could capture international shocks of vary-

ing nature, plausibly affecting both U.S. GDP and trade. As this data is not available on a 

quarterly basis, the model has been appended with OECD GDP instead, even though this 

excludes increasingly important non-members, such as China. Adding the variable to the 

model unfortunately works to increase parameter instability. The same does adding the export 

and import price inflation to the model. Still, exports and U.S. income remain non-adjusting 

to disequilibria, and the coefficients in the long-run relation remain qualitatively the same.
17

 

The exchange rate is another potential determinant, seeing that this both affects the debt of 

the U.S., and vice versa, as well as has an impact on the relative competitiveness through the 

real exchange rate. This could potentially affect the real economy, although Obstfeld and 

Rogoff (2000) point to a thin connection between exchange rates and the macroeconomic 

variables as the consumer prices seem largely insulated from real exchange rate shocks. They 

do state that importers may be somewhat affected in their price-setting by relative currency 

movements. Figure 6 shows how the relative traded goods prices evolve alongside the 

nominal effective exchange rate: 

FIGURE 6 - NOMINAL EFFECTIVE EXCHANGE RATE AND RELATIVE PRICES 

 

Data: Nominal effective exchange rate from the OECD Economic Outlook, © OECD. The rate is a chained, 
weighted index, 2005=100 with USD relative to the other currency rates. 
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 Both specifications are estimated for the sample 1984Q2-2005Q2 and result in two long-run relations, where 

one is comparable to the found in Table 2, and the other includes the added variable(s) in addition. For the 

model with export and import inflation, the coefficients become:           ,               and      

     . Adding OECD GDP, net of U.S., results in the coefficients           ,               and 

          . For both models, exports and U.S. GDP remain non-adjusting, while imports and domestic 

inflation error-correct. Both relations exhibit a lower degree of stationarity than the baseline specification. 
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From the early 1980’s, relative goods prices have been fairly stable, while the U.S. dollar has 

become relatively more expensive from the late 1980’s to the beginning of the 2000’s. Ad-

ding the percentage change to the nominal effective exchange rate to the model, produces two 

long-run relations instead of one, and was done for the two samples, with one ending in 

2005Q2 and the other in 2008Q2. The results remain essentially the same as in Table 2 and 

Table 3.
18

  

Foreign direct investments, FDI, could have an impact, seeing that these may affect both ex-

ports and imports as well as economic growth. Figure 7 shows how these have evolved in the 

case of capital investments. 

FIGURE 7 – FOREIGN DIRECT INVESTMENTS IN CAPITAL, 1984Q1-2010Q3 

 

Data: BEA - Bureau of Economic Analysis, United States, © Reuters.  

A highly significant downturn in outgoing direct investments does occur in 2005, while the 

same pattern does not apply for ingoing direct investments. In order to perform a complete 

analysis, the incomplete sum of direct investments is used. This consists of outgoing FDI to 
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 Two long-run relations are now found, where one is the same as the already found in long-run coefficients, in 

their degree of significance as well as having the same adjustment coefficients. The new relation consists of 

exports, imports, inflation, a trend and the exchange rate. For the new, second relation, the exchange rate is the 

only adjusting variable to long-run deviations, while exports pushes the system away from equilibrium. 
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Japan, Europe, Canada, United Kingdom and Latin America. Again, the results in the 

previous tables are not changed.
19

  

In conclusion, the results are robust to the inclusion of these potential determinants, and the 

new variables are as a consequence of this and of the expense in terms of degrees of freedom 

not added to form a larger model.  

3 CONCLUSION 

The analysis finds a U.S. trade elasticity of     , confirming the results of earlier instrumen-

tal variables analyses, though in the fundamentally different cointegrated VAR framework. 

Exploiting time series data for a single country reduces heterogeneity issues, and co-

movement of the variables allows for extracting a meaningful equilibrium relation. Second, 

the paper finds that when decomposing trade, imports are highly correlated with income, whi-

le exports is less so. In addition, asymmetric effects of and on trade is found: In the short run, 

only imports and prices react to equilibrium deviations. In the longer run, exports affect im-

ports through prices, and imports and income influences each other bi-directionally. This is 

evidence in support of indirect export-led growth and demand-driven imports. In contrast, is a 

positive home market effect not found. 

Further studies would examine the effects in additional countries and continue to decompose 

trade, as distinct elasticities would be expected when comparing different categories such as 

durables and non-durables as well as services. 

  

                                                 
19

 For the sample running till 2005Q2, two long-run relations are found, with same long-run and adjustment 

coefficients, though FDI reacts positively to disequilibria (due to e.g. extraordinarily high GDP or low trade 

volumes). The added relation (consisting of exports, imports, inflation, trend and FDI): Imports and FDI error-

correct towards equilibrium. Sample including 2008Q2: Only one long-run relation found, with some     -trend 

evidence, where FDI is borderline significant and does not adjust. The coefficients for the baseline variables 

remain the same as in the tables. 
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4 APPENDIX 

4.1 U.S. DATA  

Source: BEA - Bureau of Economic Analysis, United States, © Reuters. All from the U.S. 

quarterly national accounts data, seasonally adjusted. In billion USD for income, exports and 

imports and reported as stock, as based on running, yearly sums of flows. Variables: 

    Gross Domestic Product, 2005 prices 

   Exports and Income Receipts, Exports, Goods, Current Prices 

   Imports and Payments, Imports, Goods, Current Prices 

    Price Index, Exports, Goods, Index, 2005=100 

    Price Index, Imports, Goods, Index, 2005=100 

      Price Index, Gross Domestic Product, Index, 2005=100 

Differenced variables are defined as            , where 

                        . Time subscripts suppressed when within-period. Variables 

computed as: 

      
 

  ,       
 

   and  

          ,                  ,           ,           ,    
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FIGURE 8 - DIFFERENCED VARIABLES, EXPORTS, IMPORTS, GDP AND p 

 

Note: Figure shows differences in GDP, goods exports and imports (all real, logarithm) and the changes to 
the inflation rate for the US, measured by the GDP deflator. 

4.2 FRANKEL AND ROMER (1999) AND FEYRER (2009B) MODELS 

Frankel and Romer (1999) base their model on the Smithean idea of the positive effect on 

income of extended markets, as well as the effect of efficiency-enhancing import substitution 

and export-led growth. When suppressing country indexing, their one-period model (9) can 

be written as: 

   
 

 
          

 

 
              , (FR9) 

with   representing nominal GDP,   nominal goods trade,   is population and   is 

geographical size, where the size measure is argued to capture the extent of within-country 

trade. Feyrer (2009b) argues that logarithmic form is a better choice than trade share, such 

that his time-dependent model (9) can be written as: 

   
 

      
 
 
                , (Fb9) 

Thus, real GDP and nominal trade enter, both in logarithmic form, and allows for measuring 

the trade elasticity. For both analyses, trade is instrumented for, seeing that the level of 

economic interactions is invariably dependent on the level of incomes. 
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The analysis in the present paper is for a single country, the U.S., and for a span of years 

where the geographical size,  , can be assumed fixed, thus letting the term       form part 

of the intercept,   . Population size enter both models but is excluded in the following due to 

specification issues, in specific due to the introduction of     -trends: Absolute population 

evolves concavely and due to the logarithmic form, population would enter separately, as 

    with the same coefficient as    
 

    
  - with a minus. In addition, population would in 

the longer run depend on income, as demographers and economists have argued 

convincingly. The omission of population means that the initial level and growth are to be 

captured by the intercept and trend of the model, and the following linear model is found to 

hold in the present analysis: 

   
 

    
 
 
                      

 

  
 
 
             (8)  

Without population, the effect is found on total, real GDP, and not on a measure mimicking 

individual income or wealth. 

4.2.1 TRADE ELASTICITY OF FRANKEL AND ROMER (1999) 

The found coefficient on the trade share is      for model (FR9). Totaldifferentiation of 

(FR9), keeping population, innovation and area fixed, yields: 

          
       

    or 
  

 
       

       

   , 

which can be rewritten to find the trade elasticity: 

  

 
   

     

 
      

  

 
 

  

 
       

 

       
 

  

 

 

  
 

 

 
    

 
    

  

For the year 1985, with U.S. (averaged) quarterly data: 
  

 

 

  
 

 
 

    

        

       
   

      

4.3 MODEL SPECIFICATION TESTS 

The following reports some of the examined specification tests.  

4.3.1 SPECIFICATION WITH TRADE, 1984Q2-2008Q2 

The reported outcomes below are all for the specification allowing for a long-run trend and 

dummies: Transitory: 2006Q4; Permanent: 1990Q4, 2001Q2, 2001Q3 (specification (1a)). In 

conclusion, the model is well-specified, as the null hypotheses of no autocorrelation, 

normality and no ARCH (autoregressive conditional heteroskedacity) cannot be rejected. 
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TABLE 5 - MODEL SPECIFICATION TESTS 

Null of No Autocorrelation

LM(1): ʔ
2(9) = 11.57 [0.24]

LM(2): ʔ
2(9) = 7.92 [0.54]

LM(3): ʔ
2(9) = 11.70 [0.23]

LM(4): ʔ
2(9) = 10.72 [0.30]

Test for Normality

ʔ2(6) = 5.02 [0.54]

Null of no ARCH-effects

LM(1): ʔ
2(36) = 49.25 [0.07]

LM(2): ʔ
2(72) = 75.90 [0.35]

LM(3): ʔ
2(108) = 125.76 [0.12]

LM(4): ʔ
2(144) = 167.25 [0.09]  

Multivariate, Lagrange Multiplier (LM) tests.                       ,          . 

 

4.3.2 SPECIFICATION WITH TRADE DECOMPOSITION, 1984Q2-2005Q2 

The reported outcomes below are all for the specification allowing for a long-run trend and 

dummies: Transitory: 1985Q1, 1986Q1 (specification (1b)). Some ARCH effects found in the 

multivariate tests, but inference shows some robustness towards moderate ARCH effects (see 

e.g. Juselius 2006). 

TABLE 6 - MODEL SPECIFICATION TESTS, TRADE DECOMPOSED 

Null of No Autocorrelation

LM(1): ʔ
2(16) = 22.53 [0.13]

LM(2): ʔ
2(16) = 20.29 [0.21]

LM(3): ʔ
2(16) = 18.88 [0.28] Test for Normality

LM(4): ʔ
2(16) = 14.07 [0.59] D y r ʔ2(2) = 0.273618 [0.87]

D x r ʔ2(2) = 1.952472 [0.38]

Test for Normality Dm r ʔ2(2) = 1.095523 [0.58]

ʔ2(8) = 6.34 [0.61] DpGDP ʔ2(2) = 2.903259 [0.23]

Null of no ARCH Null of no ARCH(2 lags)

LM(1): ʔ
2(100) = 146.38 [0.00] D y r ʔ2(2) = 0.111905 [0.95]

LM(2): ʔ
2(200) = 253.29 [0.01] D x r ʔ2(2) = 0.573152 [0.75]

LM(3): ʔ
2(300) = 366.65 [0.01] Dm r ʔ2(2) = 0.634671 [0.73]

LM(4): ʔ
2(400) = 466.80 [0.01] DpGDP ʔ2(2) = 3.966287 [0.14]

Multivariate Tests

Univariate Tests

  

Multivariate, Lagrange Multiplier (LM) tests.                       ,          . 
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4.4 UNIT ROOT TESTS OF THE INDIVIDUAL VARIABLES 

Table 7 shows that the levels of the variables cannot be rejected to be     -processes, while 

the differences are      at a    significance level. This is both the case in the models 

without and with dummies included, where the last column lists the specification applied in 

terms of dummies to ensure a well-specified model. 

TABLE 7 – STOCHASTIC TREND TESTS 

Sample Ends No. of lags

Levels Differences Levels Differences Specification

y r
2005Q2 2 0.88 0.02 0.88 0.01 (1b)

trade r
2008Q2 4 0.91 0.00 1.00 0.00 (1a)

x r
2005Q2 2 0.89 0.00 0.89 0.00 (1b)

m r
2005Q2 2 0.77 0.01 0.67 0.01 (1b)

p
GDP

2005Q2 2 0.18 0.00 0.16 0.00 (1b)

Without Dummies With Dummies

 

Specification allowing for deterministic trend, without and with dummies. Null hypothesis of a stochastic 
trend by applying likelihood ratio (LR) tests. As for the trace test, the asymptotic distribution is a 
functional of Brownian motion, simulated based on (no) dummies reported (e.g. Johansen, 2010). If the 
null of zero rank cannot be rejected, the process is     .  

4.5 DETERMINING THE NUMBER OF LONG-RUN RELATIONS 

4.5.1 SPECIFICATION WITH TRADE, 1984Q2-2008Q2 

The reported outcomes below are all for the specification allowing for a long-run trend and 

dummies: Transitory: 2006Q4; Permanent: 1990Q4, 2001Q2, 2001Q3 (specification (1a)). 

Two near unit-roots are found for the unrestricted system (top-left of Figure 9), pointing to 

two     -trends, which with three variables suggests that the remaining, potential trend is 

cancelled by a linear combination, i.e. one long-run relation is present.  
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FIGURE 9 - ROOTS OF THE COMPANION MATRIX 

 

Roots of the companion matrix, see e.g. Juselius (2006). Top-left: The rank of   is left unrestricted. Top-
right: Rank restricted to 2, fixing one of the roots at  , i.e. as a unit root. Bottom-left: Two unit roots 
imposed. Bottom-right: Rank of   restricted to zero, i.e. no long-run relations, and the levels are removed 
from the VECM model. 

Trace test outcome in Table 8 shows, however, that the hypothesis of three unit roots cannot 

be rejected: 

TABLE 8 - TRACE TEST 

I(1)-trends Rank (r) Eigenvalue Trace Trace* Frac95 P-Value P-Value*

3 0 0.28 40.35 36.21 41.75 0.07 0.17

2 1 0.08 10.58 9.05 25.40 0.88 0.95

1 2 0.03 2.44 2.05 12.20 0.91 0.95
 

The null is a rank of   against the alternative of full rank of  , based on comparing the logarithmic 
likelihood values, computed based on the sum of eigenvalues: The first   eigenvalues are restricted to ze-
ro. Evaluated against asymptotic distribution, which is a functional of Brownian motion,  simulated based 
on the deterministic terms entering (Juselius 2006, Ch. 8). *: Small sample correction (Bartlett). 

In combination, the evidence suggests a rank of one, as the resulting relation has been 

deemed sufficiently stationary and two near-unit roots were found. 
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FIGURE 10 - LONG-RUN RELATION 

 

 

Upper figure:    
     . Lower figure:    

       .        is from the concentrated (R) form, given by 

            , where short-run effects have been concentrated out by applying the Frisch-Waugh 

theorem. See e.g. Juselius (2006, Ch. 7.1-7.2) for derivation. 

4.5.2 SPECIFICATION WITH TRADE DECOMPOSITION, 1984Q2-2005Q2 

The reported outcomes below are all for the specification allowing for a long-run trend and 

dummies: Transitory: 1985Q1, 1986Q1 (specification (1b)). 

FIGURE 11 - ROOTS OF THE COMPANION MATRIX 

 

Roots of the companion matrix, see e.g. Juselius (2006). Top-left: The rank of   is left unrestricted. Moving 
right, the number of unit roots imposed is incremented. Bottom-right: Rank of   restricted to zero, i.e. no 
long-run relations, and the levels are removed from the VECM model. 
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TABLE 9 - TRACE TEST 

I(1)-trends Rank (r) Eigenvalue Trace Trace* Frac95 P-Value P-Value*

4 0 0.37 70.14 62.54 62.83 0.01 0.05

3 1 0.17 31.85 28.98 41.79 0.37 0.53

2 2 0.12 16.60 12.15 25.60 0.43 0.78

1 3 0.07 5.69 5.38 11.83 0.49 0.54
 

The null is a rank of   against the alternative of full rank of  , based on comparing the logarithmic 
likelihood values, computed based on the sum of eigenvalues: The first   eigenvalues are restricted to ze-
ro. Evaluated against asymptotic distribution, which is a functional of Brownian motion,  simulated based 
on the deterministic terms entering (Juselius 2006, Ch. 8). *: Small sample correction (Bartlett). 

In combination, the evidence suggests a rank of one, as the resulting relation has been 

deemed sufficiently stationary, and three near unit roots are found. 

FIGURE 12 - LONG-RUN RELATION 

 

 

Upper figure:    
     . Lower figure:    

       .        is from the concentrated (R) form, given by 

            , where short-run effects have been concentrated out by applying the Frisch-Waugh 

theorem. See e.g. Juselius (2006, Ch. 7.1-7.2) for derivation. 
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